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SUMMARY

The present paper is the second article in a three-part series on anisotropic mesh adaptation and its
application to (2-D) structured and unstructured meshes. In the �rst article, the theory was presented,
the methodology detailed and brief examples given of the application of the method to both types
of grids. The second part details the application of the mesh adaptation method to structured grids.
The adaptation operations are restricted to mesh movement in order to avoid the creation of hanging
nodes. Being based on a spring analogy with no restrictive orthogonality constraint, a wide grid motion
is allowed. The adaptation process is �rst validated on analytical test cases and its high e�ciency is
shown on relevant transonic and supersonic benchmarks. These latter test cases are also solved on
adapted unstructured grids to provide a reference for comparison studies. The third part of the series
will demonstrate the capability of the methodology on 2-D unstructured test cases. Copyright ? 2002
John Wiley & Sons, Ltd.
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1. INTRODUCTION

Unstructured meshes based on triangular elements have had a large success in e�ciently
resolving complex two-dimensional (2-D) �ow problems. Combined with hexahedral=prismatic
elements, they will almost certainly dominate the next generation of 3-D CFD codes due to
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their ability to mesh complex geometries in a systematic way and providing a natural setting
for adaptation [1; 2] with no major changes to a �ow solver.
In the meantime, structured meshes remain dominant in cutting-edge CFD of 2- and 3-D

industrial applications. Structured-grid codes are robust, at an advanced stage of maturity and
converge complex �ow problems for a wide range of �ow conditions. This, in no small
measure, is helped by their ability to include multigrid acceleration techniques in a more
straightforward manner than unstructured solvers.
This second paper presents an enhancement to structured solvers for e�ciently resolving

unidirectional �ow phenomena, such as shocks and boundary layers. A grid adaptation method
is described and a thorough evaluation of its performance is presented for 2-D structured grids.
Although additional adaptation operations, such as h- or p-methods [3] could be applied to
structured grids, the present approach is limited to mesh movement to remain portable by
avoiding hanging nodes which would require special treatment within a �ow solver. The
current r-strategy is based on a spring analogy that has no restrictive orthogonality constraint,
hence allowing wider grid motion.
The mesh movement strategy is �rst validated on structured triangular and quadrilateral

grids for a non-CFD test case (exact solution). These cases vividly demonstrate that, when
a prescribed uniform metric is imposed, it will result in a completely uniform mesh in the
Euclidean sense, no matter what the starting grid was. Having proven mesh adaptation in
reverse, the AGARD01–05 benchmarks [4] are then used to investigate the coupling of the
moving-node scheme with a �ow solver. These test cases consist of inviscid, transonic and
supersonic �ows over a NACA 0012 airfoil and demonstrate the innate ability of the proposed
scheme in e�ciently, but most importantly cost e�ectively, resolving most shock situations,
always starting from the same initial structured grid.

2. EDGE-BASED ERROR ESTIMATOR

The theory behind the mesh adaptation technique has been expounded in Part I [5] of this
paper series. However, to make this second part somewhat self-contained, a brief review of
the error estimator is given.
The error estimator is based on interpolation error theory. For FEM=FVM with linear basis

functions, the error is dominated by the quadratic truncation terms and is hence proportional
to the Hessian matrix H . The components of H are given by the second derivatives of the
numerical solution. Since the solution is only piecewise linear, a weak formulation combined
with mass lumping has to be used to recover an approximate second derivative. The Hessian
H is further modi�ed to de�ne a symmetric positive-de�nite Hessian, M , by taking the
absolute values of its eigenvalues.
Using di�erential geometry, the length e(�) of an edge � in the metric M is de�ned by

e(�)=
∫ 1

0

√
�′(s)TM(s)�′(s) ds (1)

where �(s), s∈ [0; 1] is a parametric representation of the edge �. In fact, Equation (1) de�nes
a Riemannian metric, with the length of an edge � being the measure of the interpolation
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error over that edge. Constructing a mesh with equal edges in this metric would therefore be
equivalent to equi-distributing the interpolation error over all edges.

3. MOVING-NODE SCHEME

Once the error estimate is evaluated over all edges, a nearly optimal mesh is sought by, as
much as possible, equi-distributing this error through a moving-node scheme. In this approach,
the mesh is viewed as a network of springs whose sti�ness constant represents the correspon-
ding edge-based error estimate. The optimal position of the vertices may be computed as the
solution of an energy minimization problem. This requires, for each vertex J , �nding the new
co-ordinates xJ such that

min
xJ

∑
I
PI (xJ )= min

xJ

∑
I
(xI − xJ )2kIJ (2)

where I denotes all the vertices sharing an edge with vertex J , PI (xJ ) and kIJ are the potential
energy and sti�ness constant, respectively, of all springs sharing the node J . These sti�ness
constants are de�ned as the scaled value of the associated edge in the Riemannian metric,
that is

kIJ = e(xI − xJ )=||xI − xJ || (3)

where ||xI−xJ || is the Euclidean length of the edge between the vertex J and I , and e(xI−xJ )
is the error estimate over this edge as de�ned by Equation (1).
Determining xJ that minimizes expression (2) is replaced by �nding the root of the follow-

ing equation:
∑
I
(xI − xJ )kIJ=0 (4)

which is the gradient of Equation (2) describing the equilibrium state of a spring network. It
should be noticed that in general the metric M is not necessarily constant over an edge, so
assuming that the spring sti�ness kIJ is constant is akin to a linearization.
Equation (4) is numerically solved with a �xed point method of the form xn+1= g(xn)

written as follows:

xn+1J = xnJ +!
∑
I
(xI − xnJ )k nIJ (5)

where ! is a relaxation factor. Convergence of the method is achieved only for a spectral
radius of the Jacobian matrix of g(xn) smaller than unity. Using Equation (5), the Jacobian
matrix of g(xn) can be shown to be

[Dg(xnJ )]=



1−!∑

I
k nIJ 0

0 1−!∑
I
k nIJ


 (6)

with k nIJ approximated by constants. The spectral radius is then |1 − !
∑

I k
n
IJ |, and the

convergence condition leads to 0¡!
∑

I k
n
IJ¡2, where ! and the k

n
IJ ’s are all positive.
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This local scaling of the relaxation factor, !̃=!(
∑

I k
n
IJ ), can be replaced by a more

suitable convergence condition, that is 0¡!̃¡2. The �xed point method xn+1= g(xn) may be
then rewritten as

xn+1J = xnJ + !̃
∑

I (xI − xnJ )k nIJ∑
I k

n
IJ

(7)

where the Jacobian matrix of g(xn) is Diag(1− !̃).
If !̃=1, the Jacobian matrix of the �xed point method vanishes, the spectral radius also

vanishes and �xed point method (7) converges in a single iteration. This case is nothing
but a weighted baricenter, with the k nIJ ’s acting as weights. In the actual problem, which is
non-linear, the k nIJ are not constant and it would thus take a few iterations to converge, but
the linearization seems to be robust.
The convergence of the present �xed point method being proven, the robustness can be

assured by explicitly imposing a set of user-speci�ed constraints. The constraints can be
that boundary nodes can only move along their respective curves, that the area of elements
must remain positive, that quadrilateral elements must remain convex, that length of edges
be bounded by minimum=maximum values, etc. If the initial grid satis�es these constraints,
and if each node movement during adaptation is veri�ed not to violate them, then the �nal
adapted grid will also satisfy these constraints.
The adaptation procedure is coupled to the �ow solver through an iterative loop. Finite

Element Navier–Stokes Analysis Package in 2D (FENSAP2D) [6] is used as the �ow solver
for all test cases. It is based on a Galerkin-FEM, with a second-order arti�cial dissipation.
Coupling to mesh adaptation is repeated until the lowest permitted value of the arti�cial
dissipation is reached.

4. NUMERICAL RESULTS

4.1. Analytical (non-CFD) test cases

The moving-node scheme is �rst validated on two analytical test cases comprising structured
triangular and quadrilateral grids. The idea is to demonstrate that a uniform metric will result
in a uniform mesh in the Euclidean sense.
Using a mesh generator, a square=triangular computational domain is meshed as regularly

as possible. Then, with a mesh editor, each node is moved to create a severely skewed mesh,
without violating the topology. The metric is then set to a constant, i.e. mimicking a problem
with constant second derivatives. This very particular situation results in a linear moving-node
scheme, which is not generally the case. The moving-node scheme is applied with di�erent
values of !̃ in the interval [0; 2] in order to study the e�ect of the relaxation factor on the
convergence rate.
The adaptation for the two test cases, if optimal, ought to result in a structured quadrilateral

grid for the square domain, as shown in Figure 1, and a structured triangular mesh for the
triangular domain, as depicted in Figure 2. Each of these adapted meshes is accompanied by
convergence plots that demonstrate the convergence of the moving-node scheme for values
of !̃ in the interval ]0; 2[.
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Figure 1. Quadrilateral grid case: initial grid (left), adapted grid (centre) and convergence of
moving-node scheme for di�erent values of !̃ (right).

Figure 2. Triangular grid case: initial grid (left), adapted grid (centre) and convergence of moving-node
scheme for di�erent values of !̃ (right).

From those results, it can be clearly seen that the present methodology has no problem
recovering uniform grids for a constant error target throughout the domain. However, the
choice of relaxation factor may reduce the moving-node iterations by half. For instance, the
highest convergence rate for the quadrilateral grid is reached with an over relaxation of 1.5,
while !̃=1 required twice the number of iterations to reach the same accuracy. In the case
of a triangular mesh, !̃ closer to unity gives the fastest convergence.
It should be pointed out that in practice, the adaptation procedure requires less iterations

by cycle, since the node movement ought to be stopped at 10−6. Experience shows that the
method remains quite robust in the general non-linear case, but with lower relaxation factors
and rates of convergence.

4.2. CFD test cases: coupling adaptation and solver

In these examples, the AGARD01–05 test cases of the AGARD Working Group 07 [4] are
presented to validate the coupling of the present moving-node scheme with a �ow solver.
They consist of inviscid, transonic and supersonic external �ows over a NACA 0012 airfoil.
The free-stream conditions are summarized in Table I and the �ow �elds include shocks,
either attached or detached, which are di�cult to capture, particularly on coarse grids.
Figure 3 gives a general view and a zoom of the starting 200× 40 C-grid, embedded in a

50-chord domain. This mesh is clearly not appropriate for simultaneously resolving all types
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Table I. Free-stream Mach number (Ma∞) an angle of
attack (AoA) for the AGARD01–05 test cases.

Test cases Ma
∞ AoA

AGARD01 0.80 1:25◦

AGARD02 0.85 1:00◦

AGARD03 0.95 0:00◦

AGARD04 1.20 0:00◦

AGARD05 1.20 7:00◦

Figure 3. Initial 200× 40 C-grid over a NACA 0012: general view
(left) and zoom of airfoil region (right).

of shocks (bow, normal, strong, weak, oblique, �shtail) occurring in the �ve test cases due
to the range of Mach numbers. It will, however, be shown that it can serve as an initial grid
for mesh adaptation, for all Mach numbers. To push the equi-distribution of the error as far
as possible, 30–40 adaptation–solution couplings are performed in all test cases, with, at each
adaptation step, several hundred moving-node loops. In practice, however, �ve adaptation–
solution couplings are amply su�cient to capture most of the relevant physical phenomena.
Figures 4–8 show the �nal adapted grids and the pressure and Mach contours of the

corresponding solutions. These C-grids, while highly skewed, respect the topology of the
starting grid, except for nodal location. They permit, however, a much sharper prediction of
shocks, clearly demonstrating that grid skewness can only be judged in the context of the
local phenomenon that the grid is used to resolve.
Figure 6 displays the results for the AGARD03 test case. This transonic �ow at Ma=0:95

and AoA=0◦ is characterized by a �shtail shock: two oblique shocks emanating from the
trailing edge which intersect a weak normal shock in the wake. The normal shock is relatively
weak with a Mach number smaller than 1.1. Numerical investigations have indicated that the
location of the downstream normal shock is quite sensitive to grid and that reliable results
can only be obtained using a very �ne grid or an adapted one.
The results for a supersonic �ow at Ma=1:2 and AoA=0◦ and 7◦ are shown in Figures 7

and 8, respectively. Such �ows are characterized by a detached bow shock and an oblique
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Figure 4. AGARD01 test case: �nal adapted grid (left), pressure contours
(centre) and Mach contours (right).

Figure 5. AGARD02 test case: �nal adapted grid (left), pressure contours
(centre) and Mach contours (right).

Figure 6. AGARD03 test case: �nal adapted grid (left), pressure contours
(centre) and Mach contours (right).
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Figure 7. AGARD04 test case: �nal adapted grid (left), pressure contours
(centre) and Mach contours (right).

Figure 8. AGARD05 test case: �nal adapted grid (left), pressure contours
(centre) and Mach contours (right).

shock structure emanating from the trailing edge. It is not an exaggeration to say that it is
di�cult to �nd many CFD solvers capable of computing, on the initial grid displayed in
Figure 3, sharp and accurate solutions like those shown in Figures 7 and 8. This con�rms
that grid adaptation is a very e�cient way to capture shocks.
The wall pressure coe�cient distributions (Cp) of the AGARD01–05 test cases are com-

pared against Pulliam and Barton (P&B) adapted results [7] which were computed on a
560× 65 C-grid and a 48-chord domain. This is approximately 4.5 times more nodes than
the grid used in the current calculations. In addition, P&B [7] adapted their grid by manually
clustering nodes in regions with abrupt variations. It is obvious that these regions had to be a
priori identi�ed by solving on coarser grids. Thus P&B’s hindsight approach is not as general
as the present a posteriori approach, which is entirely automatic, with no user intervention in
the solution process. Any other alternative would be rather di�cult to generalize to bow or
�shtail shocks.
Figure 9 illustrates Cp comparisons for the AGARD01 (left) and the AGARD02 (right)

test cases, respectively. Overall, these �gures show good agreement, with the results of P&B
slightly better in capturing the pressure surface’s weak shock for the AGARD01 test case.
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Figure 9. Comparison of pressure coe�cient with Pulliam and Barton [7]:
AGARD01 (left) and AGARD02 (right).

Figure 10. Comparison of pressure coe�cient with Pulliam and Barton [7] for the AGARD03 test case.

Figure 10 compares, for the AGARD03 test case, the pressure coe�cient on the airfoil
and behind the trailing edge on a horizontal cut. Again, there is good agreement between the
present predictions and the results of Reference [7]. The weak shock is, however, predicted
at di�erent locations and with di�erent slopes. It is clear that the shocks computed on the
adapted grid are slightly better than those of P&B.
The position of the weak shock is at 3.1 chords behind the trailing edge for the P&B

solution, against 3.37 chords on the current adapted grid. A grid dependency study performed
by Warren et al. [8] on 65× 25; 129× 49; 257× 97 and 2049× 765 C-grids, in a 100-chord
domain, has shown that the weak shock asymptotically moves to a location 3.35 chords
behind the trailing edge on their �nest mesh, which was approximately 200 times �ner than
the present grid. Their conclusion is that with even further extrapolation, the position of the
weak shock, on an asymptotically in�nitely �ne grid, would be 3.32 chords behind the trailing
edge; very close to the mesh adaptation prediction.
Figure 11 compares pressure coe�cient distributions with Reference [7] for the AGARD04

(left) and AGARD05 (right) test cases. It reveals good agreement between the adapted solu-
tion and P&B results, obtained using much �ner grids. The proposed methodology, however,
permits an even better resolution of the detached as well as trailing edge shocks.
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Figure 11. Comparison of pressure coe�cient with Pulliam and Barton [7]:
AGARD04 (left) and AGARD05 (right).

Table II. Comparison of lift and drag coe�cients with Pulliam and Barton [7]
for AGARD01–05 test cases.

Test case Pulliam and Barton FENSAP2D % Di�erence

Lift Drag Lift Drag Lift Drag

AGARD01 0.3618 0.0236 0.3541 0.0231 2.1 2.1
AGARD02 0.3938 0.0604 0.3872 0.0598 1.7 1.0
AGARD03 0.0000 0.1103 0.0001 0.1092 0.0 1.0
AGARD04 0.0000 0.0968 0.0004 0.0954 0.0 1.4
AGARD05 0.5232 0.1554 0.5237 0.1544 0.1 0.6

Table III. Statistical data for the error estimate distributions over the initial and adapted grids.

Test case Initial grid Adapted grid

Emin Emax �2 Emin Emax �2

AGARD01 0.00026 5.9 0.81 0.0086 9.2 0.43
AGARD02 0.00024 5.5 0.81 0.0117 14.1 0.44
AGARD03 0.00043 6.2 0.80 0.0233 8.7 0.47
AGARD04 0.00024 7.5 1.35 0.0061 10.6 0.34
AGARD05 0.00022 7.4 1.41 0.0110 9.7 0.39

To wrap up the comparison, lift and drag coe�cients are presented in Table II. Overall, the
results are in good agreement, thus validating the �ow solver, the grid adaptation procedure
and their coupling strategy. Furthermore, it is demonstrated that accurate predictions require
less preparation time and computer e�ort if adapted meshes are used.
To study how well the adapted grid �ts the �ow features, a statistical analysis is performed

on the error estimate distribution. These characteristics are summarized in Table III for the
AGARD01–05 test cases. The columns Emin, Emax and �2 represent the minimum error level,
the maximum error level and the variance of the error distribution, respectively. The grid data
is normalized in such a way that the average is equal to unity. Essentially, one may observe
that the variance parameter is reduced by a factor of 2.5 on the average for all adapted grids,
proving a better equidistribution of the error.
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Figure 12. AGARD01–05 test cases: error distributions on the initial grid
(left) and adapted grids (right).

Another alternative to analyse the error distribution is through a histogram plot. Figure 12
shows the number of edges in percentage as a function of the non-dimensional error levels
for all the test cases. Ideally, all the edges of an adapted grid should have the same error.
In practice, a nearly Gaussian distribution is obtained, where the minimum error (i.e. the
spreading of the error) is reduced by an order of magnitude. Note also that for all the test
cases, the �nal adapted grids are statistically more suited than the initial grid to resolve all
the �ow �eld with nearly the same accuracy.

5. LIMITATIONS OF ADAPTED STRUCTURED GRIDS

After presenting the moving-node scheme and its validation on generic and CFD benchmarks,
a study of some pathological cases, due to constraints inherent to structured grids, is presented.

5.1. Impossibility of structured grid alignment

An anisotropic grid adaptation moves the nodes such that the element edges are aligned with
directional features of the solution. When in some cases this is impossible, the method is no
longer optimal. For example, a 200× 40 O-grid is composed of 200 radial curves that extend
from the wing to the outer boundary, and 40 circular curves that turn around the wing. As
the moving-node scheme aligns nodes with directional features of the solution, the circular
curves family will be aligned with the detached bow shock in front of the leading edge and
the radial curves will cross it without being really a�ected (see Figure 13 on left).
At the opposite end, near the far �eld, the detached bow shock is more or less radiant to

the domain. In this case, the family of radial lines is the one which is aligned with the shock
(see Figure 13 on right). Somewhere in the computational domain, the detached bow shock
must switch from the circular curves family to the radial curves family along a transition
region that is characterized by misalignment of the mesh with the solution feature. This leads
to the appearance of a rhombus in the grid and oscillations and=or dissipation in the solution.
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Figure 13. Final adapted O-grid over a NACA 0012 for �ow conditions of Ma=2,
Re=10 000 and AoA=0◦. Left: zoom on the leading edge. Right: region of the bow

shock from the leading edge to the far �eld.

Figure 14. Zoom of the NACA 0012 O-grid in the trailing edge region:
initial grid (left) and adapted grid (right).

5.2. Possible low resolution of geometric singularities

A boundary node of an O-grid, is usually surrounded by two quadrilateral elements, and
the adjacent computational domain is approximately a half-plane (see Figure 14 on left). A
problem occurs if the boundary is not smooth, in particular, at singular points like the trailing
edge vertex where the boundary acts more as a full-plane than a half-plane, resulting in two
skewed quadrilateral elements. In fact, as displayed in Figure 14 (right), the node-moving
scheme clusters quadrangles at the trailing edge.
This problem can be avoided by using a C-grid around the airfoil. One characteristic of

a C-grid is that there is a boundary node which belongs to four elements. Usually, it is
convenient to put this singular node on the trailing edge such that the singularity of the mesh
�ts the singularity of the domain. The mesh in the vicinity of the trailing edge is approximately
orthogonal and the adapted grid is much better (see Figure 15). Thus the behaviour is function
of the grid structure choice.
A standard way to deal with complex geometries with many corners is to divide the struc-

ture. It can be a h-method with hanging nodes or simply a pure unstructured mesh. Another
alternative is to use structured multi-blocks to �t complex geometries and corners. This task is
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Figure 15. Zoom of the NACA 0012 C-grid in the trailing edge region:
initial grid (left) and adapted grid (right).

generally not automatic, is labour intensive, time consuming and often requires trial and error
when, as the computation proceeds, the initial blocking may reveal itself not to be entirely
appropriate. Despite such inconveniences, it remains an e�ective way to deal with complex
geometries.

5.3. The equidistribution of the error estimate is limited

A 2-D structured grid may be viewed as the product of two families of 1-D grids: vertical
and horizontal 1-D grids. Applying a spring analogy procedure does not equidistribute the
error over all edges of the grid, but rather causes an error equidistribution within each family
of 1-D grids. In other words, the edge-based error estimate will be approximately uniform
within each family of 1-D grids, but di�erent from the other family of 1-D grids.
To illustrate this problem, let us consider a square domain with M ×N grid points and

a constant error metric, as already shown in Section 4.1. Applying the spring analogy of
Section 3 produces a uniform grid for both cases: M=N and M �=N . If M=N the adapted
grid will be formed of perfectly square elements and the error will be equidistributed over all
edges. In the second case, where M �=N , the adapted elements will have a rectangular shape
but the family of vertical 1-D grids will have a di�erent error estimate than the family of
horizontal 1-D grids. This is to be expected since in the case of a constant metric, the adapted
mesh is optimal in the common Euclidean sense and therefore the error estimate cannot be
equidistributed over all edges in the case M �=N .
This drawback can also be shown through a CFD problem of a viscous �ow at Ma=0:85,

Re=5000 and AoA=0◦ over a NACA 0012 airfoil. The computational domain consists of a
50-chord radius circle and 200× 40 O-grid points. Figure 16 (left) shows that the clustering
of nodes in the boundary layer, shock and wake, results in a more appropriate grid than the
initial one, for resolving the previous listed �ow features. However, this adapted grid is far
from being optimal or suitable as the adapted unstructured triangular mesh with 9512 nodes
displayed in Figure 16 (right). It is obvious that in the case of a quadrilateral element grid,
the inherent structure restricts the equidistribution of the error and the use of only 40 nodes
in the wake region is a sure way to miss the von Karman vortex street.
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Figure 16. Flow at Ma=0:85, Re=5000 and AoA=0◦: structured adapted
mesh (left) and unstructured adapted mesh (right).

6. UNSTRUCTURED MESHES

Details of the anisotropic adaptation of unstructured meshes and its validation will be pre-
sented in Part III of this paper series. As a precursor, however, the current section compares
the moving-node scheme on structured grids to h–r adapted unstructured meshes for the
same AGARD01–05 test cases. The objective is to vividly demonstrate, through unstructured
grids, that ‘di�erent �ow conditions’ call for ‘drastically di�erent grids’, even if the geometry
remains unchanged. Furthermore, iteration is carried out much farther with the more �exible
unstructured grid topology, to achieve the best possible equi-distribution of error.
For each test case:

• the adapted (�nal) structured grid and its respective solution (Figures 4–8) is used as
background grid and (frozen) solution for the unstructured-mesh-optimization process,

• the initial triangular mesh is created by dividing each element of the corresponding adapted
quadrilateral grid into two triangles,

• no further �ow solver is used and the error estimate is computed directly from the frozen
�nal structured solution,

• all mesh-optimization parameters are set to the same values as those used to adapt the
corresponding structured grid.

Thus, any improvement in the solution can be seen as the ‘pure bonus’ that would result from
converting a structured grid into an unstructured one.
Figures 17 and 18 show the adapted unstructured meshes for the AGARD01–05 test cases.

One may observe that the clustering of nodes is taking place in the same regions as in the
corresponding adapted structured grids. This is to be expected since both structured and un-
structured meshes were adapted from the same solutions. However, with unstructured mesh
adaptation, there are no more problems with grid alignment, constant connectivity, manage-
ment of geometric singularities and complex geometries with special blocking and so on.
Table IV gives some statistics on node and error distributions of adapted unstructured

meshes for the AGARD01–05 test cases. The columns are NN, total number of nodes, NC,
number of elements, NE, number of edges, Nw, number of nodes on the wall, N∞, number
of nodes at the outer boundary, Emin, minimum error level, Emax, maximum error level and
�2 is the variance of the error distribution. Here again, the grid data is normalized in such a
way that the average is equal to unity.
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Figure 17. Adapted unstructured meshes: AGARD01 (left), AGARD02 (centre) and AGARD03 (right).

Figure 18. Adapted unstructured meshes: AGARD04 (left) and AGARD05 (right).

Table IV. Statistical data on node and error distributions of adapted unstructured
meshes for AGARD01–05 test cases.

Test cases NN NC NE Nw N∞ Emin Emax �2

AGARD01 8184 16 032 24 216 267 69 0.51 1.43 0.0068
AGARD02 8161 16 006 24 167 244 72 0.55 1.40 0.0067
AGARD03 8199 16 169 24 368 141 88 0.49 1.50 0.0072
AGARD04 8332 16 421 24 753 119 124 0.47 2.19 0.0092
AGARD05 8120 15 946 24 066 126 168 0.53 1.57 0.0093

Recalling that the initial C-grid is composed of 8000 quadrangles, 16 205 edges and 8205
nodes with 130 nodes on the wing and 280 nodes on the outer boundary. Table IV shows
that when the error estimate is equi-distributed, 130 nodes on the wing are not enough for
the AGARD01–03 cases and 280 nodes on the outer boundary is excessive for all considered
con�gurations. Comparing the variance of the error estimate, given by the last column of
Table IV, against that of the initial grid, displayed in the fourth column of Table III for
structured grids, shows a 53-fold reduction, while this ratio is limited to 2.5 in the case of
structured grids. This becomes even more evident when examining Figure 19, which represents
a comparison of error distributions before and after adaptation, for structured (ten curves of the
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Figure 19. AGARD01–05 test cases: error distribution on the initial and adapted structured grids
(Figure 12 is reported here), and on adapted unstructured meshes (�ve narrower Gaussian).

two plots of Figure 12) and unstructured (�ve narrower curves) grids for all the AGARD test
cases. It shows that in the case of structured grids, the moving-node scheme greatly reduces
the error spread, with a more-or-less Gaussian distribution and a narrower variance. The �ve
much narrower Gaussian distributions (imperceptible from one another) clearly demonstrate
how more �exible unstructured meshes are in producing a completely uniform error estimate
(within a speci�ed bound). Keeping a constant connectivity table for structured grids reduces
the potential for equi-distributing the error and also limits anisotropy.

7. CONCLUSION

A directional (anisotropic, as opposed to just mesh re�nement) grid adaptation method, based
on an a posteriori edge-based error estimate, has been described for quadrilateral grids and
applied to a wide range of external compressible �ows. The error estimator is measured by
taking the second derivatives of the numerical solution and the resulting Hessian tensor is used
to de�ne a Riemannian metric. An improved node movement scheme with no orthogonality
constraint is introduced to as much as possible equalize the length of element edges in the
de�ned metric. The adaptive procedure is validated on analytical test cases, as well as on
transonic and supersonic benchmarks. It has been proven to be e�ective for a wide range of
�ow conditions.
This mesh optimization technique does not use any re�nement=coarsening operations that

may lead to hanging nodes. Therefore it can be easily incorporated with any existing structured
�ow solver without any major changes. It has been proven to be robust and converge well
for a wide variety of test cases. It is considered a cost-e�ective way to increase accuracy.
Nothing being perfect, however, there are limitations to the method for structured grids, the

major one being the constant connectivity of the grid (in order to keep the method portable)
which limits the level of equi-distribution of the error. Nevertheless, it is believed that the
moving-node scheme introduced in this paper is in some sense the best possible one. But to
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unlock the full power of any mesh optimization, the use of unstructured meshes should be
considered. This will be the focus of the next article of the three-part paper series [9] and
will show how user: initial mesh and �ow solver-independence can be achieved.
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